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Abstract. The use of three-dimensional (3-D) echocardiography is limited by signal dropouts and narrow field of view. Data compounding is proposed as a solution to overcome these limitations by combining multiple 3-D recordings to form a wide field of view. The first step of the solution requires registration between the recordings both in the spatial and temporal dimension for dynamic organs such as the heart. Accurate registration between the individual echo recordings is crucial for the quality of compounded volumes. A temporal registration method based on a piecewise one-dimensional cubic B-spline in combination with multiscale iterative Farnebäck optic flow method for spatial registration was described. The temporal registration method was validated on in vivo data sets with annotated timing of mitral valve opening. The spatial registration method was validated using in vivo data and compared to registration with Procrustes analysis using manual contouring as a benchmark. The spatial accuracy was assessed in terms of mean of absolute distance and Hausdorff distance between the left ventricular contours. The results showed that the temporal registration accuracy is in the range of half the time resolution of the echo recordings and the achieved spatial accuracy of the proposed method is comparable to manual registration. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JMI.3.3.037001]
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1 Introduction

Three-dimensional (3-D) echocardiography (echo) has brought added value to ultrasound imaging in clinical practice. In comparison to its two-dimensional counterpart, 3-D echo can provide a more vivid view of complex 3-D anatomical structures as well as the spatial relation between structures. It assists in the diagnostic process and helps in training new echocardiographers. Its real-time capability makes 3-D echo an attractive imaging modality for intraoperative monitoring.

Despite the added value of 3-D echo, it also shows some inherent limitations. First, signal dropout is quite common, particularly in the presence of strongly reflecting structures. Second, image appearance depends on the angle of incidence of the ultrasound beam on the region of interest. Finally, while imaging at acceptable spatiotemporal resolution, the 3-D field of view remains limited. The latter is particularly true for intraoperative imaging devices such as transesophageal (TEE) and intracardiac echocardiography (ICE) due to their small aperture size. Having a wide 3-D field of view can be of clinical relevance for intervention guidance as well as for diagnostic purposes. For example, left-right heart interactions might more easily be studied, which could be of diagnostic value in pulmonary hypertensive patients or patients with tetralogy of Fallot.

In an attempt to overcome the aforementioned limitations, several postprocessing methodologies have been proposed. These approaches have typically focused on compounding several acquisitions, which involves both registration and fusion. The former is performed to bring all recordings in a common coordinate system while the latter combines the excess of data in the overlapping area for optimal visualization. In this article, the focus is set on the registration problem.

The registration of echocardiographic recordings requires registration in the spatial as well as temporal dimension. For temporal registration, several methods have been developed. All methodologies used a temporal characteristic function that can uniquely represent the cardiac cycle, e.g., the ECG. As an alternative to the ECG, several methodologies used a temporal characteristic function that is based on a temporal normalized cross correlation (NCC), which is the NCC function between the first frame with the rest of the frames in the sequence. For the latter, the method relied solely on the image content without the need of any error prone external measurements. The temporal transformation was then computed by optimizing a cost function between the temporal characteristic sequences. Perperidis et al. and Zhang et al. used a one-dimensional (1-D) cubic B-spline to perform the temporal transformation based on the temporal NCC sequences from cardiac MR and 3-D echo sequences. Alternatively, Perissinotto et al. used a dynamic time warping method that transforms the sequences through computing the path of least resistance.
Several approaches toward spatial registration have been proposed. On one hand, approaches using electromagnetic or optical tracking devices have been studied. However, for electromagnetic tracking, there is a risk of disturbance in the electromagnetic field when ferromagnetic material is present and in the case of using an optical tracker, a clear line of sight from the optical marker to the sensor has to be kept. On the other hand, several image-based registration methods have been proposed. These can be grouped into voxel-based and feature-based methods. Most of the voxel-based registration methods rely on optimization of an objective function that is computed directly from the voxel intensity values, e.g., NCC and mutual information. Alternatively, feature-based methods extract features from the original images providing a framework that limits the amount of data processing by dealing only with representative informations from the image. Few examples can be found in the work of Ni et al. and Schneider et al.

In this article, a temporal registration method based on a 1-D cubic B-spline was adapted and applied prior to the spatial registration in order to ensure registration of corresponding frames in the sequence, which thus justifies the rigid transformation applied in the spatial registration, as no physiological deformation was expected between the registered frames. The image-based temporal registration was chosen because it utilizes the information contained in the image itself without requiring additional measurements. In addition, a spatial registration method that is based on image decomposition into a polynomial basis using Farnebäck optic flow is proposed as it offers several advantages. First, it is robust to variations in the image in comparison to other classical optic flow methods and in comparison to the classic Lukas Kanade optic flow, the Farnebäck method achieves higher accuracy. Second, it attracts the floating image to the optimum position and orientation that matches the reference image based on the analytical solution of the optic flow problem, in contrast to the voxel-based methods that optimize a global cost function by applying an extensive series of transformations. Third, given reasonable overlap between volumes, it is independent to pose initialization. Finally, in comparison to the aforementioned feature-based methods, it does not rely on feature detection. The method was implemented in an iterative multiscale framework, allowing for more efficient registration of images with very small frameto-frame transformations as well as larger transformations.

This article is an extension of our previous report in which the multiscale iterative registration method based on Farnebäck optic flow was introduced and its accuracy validated using a set of simulated ultrasound volume and estimated using an in vivo data set. The addition presented in this article consists of (1) proposing an automatic method for determining the number of levels and iterations in the multiscale iterative scheme, (2) validating the spatial registration accuracy quantitatively using in vivo recordings, (3) including temporal registration in the proposed framework, and (4) validating the accuracy of the temporal registration quantitatively using in vivo recordings.

2 Methodology

The aim of the temporal registration is to map each event in the cardiac cycle of the reference sequence \( f_R(x, t_r) \) to corresponding event in the floating sequence \( f_F(x, t_f) \) [Fig. 1(a)]. On the other hand, for spatial registration, the aim is to compute the optimum transformation that can map each point in the floating volume \( f_F(x) \) to a point in the reference volume \( f_R(x) \). In the proposed method, this was obtained through three steps: (1) preprocessing, (2) motion field generation using 3-D Farnebäck optic flow, and (3) rigid transform regularization with Procrustes analysis. This process was run iteratively in a multiscale scheme [Fig. 1(b)].

2.1 Temporal Registration

2.1.1 Temporal characteristic curve

The temporal registration was performed on a temporal characteristic curve that compactly represents the events in the cardiac cycle. The chosen characteristic curve was computed using temporal NCC function that has previously been shown to have a shape closely matching the left ventricular (LV) volume curve. The temporal NCC function was computed as follows:

![Fig. 1 Schematic overview of the proposed (a) temporal and (b) spatial registration method.](https://www.spiedigitallibrary.org/journals/Journal-of-Medical-Imaging)
where $\mathbf{x} = [x, y, z]$, $\bar{f}$ is the mean intensity of the volume at a given time, and $M_x, M_y, M_z$ are the volume dimensions in $x, y, z$ directions, respectively. For speeding up the computation, the volume was binarized using a thresholding value set to half of the intensity range. The resulting curve was scaled to the range of 0 to 1 in order to put both characteristic curves on the same scale.

### 2.1.2 Optimum temporal transformation computation

The proposed temporal transformation was composed of a global and a local term that were both divided in a piecewise function for the systolic and the diastolic phases. The transformation was thus modeled as follows:

$$ T(t) = T_{global, systolic}(t) + T_{local, systolic}(t), \quad t \in [0, ES] $$

$$ T_{global, diastolic}(t) + T_{local, diastolic}(t), \quad t \in (ES, end]. $$

(2)

The end systolic (ES) point was determined as the minimum of the temporal NCC function $r(t)$ based on its demonstrated resemblance to the LV volume curve. The choice of the piecewise function for the systolic and diastolic phases was based on the knowledge that changes in heart rate primarily impact the duration of the diastolic phase.

The global term of the transformation consisted of linear scaling to match the length of the sequences. The local term takes the finer deformations into account. This term was modeled using a 1-D cubic B-spline as follows:

$$ T_{local}(t) = \sum_{i=1}^{N_t} b_i \left( \frac{t}{T_i} \right) r_i, $$

(3)

where $T_i$ is the length of the $r(t)$ curve, $b_i$ is the B-spline basis function, $N_t$ is the number of spline knots, and $r_i$ is the control time displacement. The computation of the local term was done by minimizing the following cost function:

$$ \arg\min_{r} \left\| r_F(t_r) - r_F[T(t_f)] \right\|^2, $$

(4)

where $r_{r}$, $r_F$ are the reference and the floating characteristic curve, respectively, and $t_r, t_f$ are the time index for reference and floating curve, respectively.

### 2.2 Spatial Registration

#### 2.2.1 Preprocessing

Prior to spatial registration, three preprocessing steps were applied to both volumes. First, the tip of the apex was masked out for as much as 20% of the sector depth to exclude near field artifacts. The volumes were resampled so that the voxel dimensions were isometric. Trilinear interpolation was used for the resampling of all volumes to the largest voxel dimension in the dataset, which was $1.0 \times 1.0 \times 1.0$ mm. This uniform sampling was done to ensure an isotropic grid and thus avoid bias in a particular direction.

Second, the volumes were convolved with a Gaussian kernel and subsampled $n$ times, where $n$ is the number of levels in the Gaussian pyramid, determined through the inequality

$$ \min(M_x, M_y, M_z) \left( \frac{2^{n-1}}{2^n} \right) > k, \{n|n \in \mathbb{Z}^+\}, $$

(5)

with $M_x, M_y, M_z$ the number of voxels in the $x, y, z$ direction of the volume and $k$ the window size in which a single displacement was computed using the Farnebäck optic flow. In this study, $k$ was empirically determined to be 9 so that it was sufficient to cover a large range of transformations but still allowed for fast computation.

Lastly, thresholding based on a typical myocardial intensity value in echocardiography was done to ensure that the displacement estimation was based on the dominant tissue structures. Only the voxels with an intensity value higher than the cutoff intensity were retained. For 8-bit data (range: 0 to 255) in this case, the cutoff intensity value was empirically set to 70. Please note that this also ensured that shadow regions and the shape of the sector were ignored.

#### 2.2.2 Three-dimensional Farnebäck optic flow

The Farnebäck optic flow method models the volumes as a composite of polynomial functions that can subsequently be used to analytically find the displacement between corresponding points in the different volumes.

First, the volumes were decomposed into polynomial basis functions. The volume $f$ can be approximated by polynomials as

$$ f(x) \approx x^T A x + b^T x + c, $$

(6)

where $A$, $b$, and $c$ are the coefficients of the polynomial and $x = [x, y, z]^T$. With expansion and factorization, the polynomial can be expressed as a summation of basis functions $B$ modulated by their respective coefficients $r$

$$ f(x) \approx B r, $$

(7)

with $B = [1, x, y, z, x^2, y^2, z^2, xy, xz, yz]$ and $r = [r_1, r_2, r_3, r_4, r_5, r_6, r_7, r_8, r_9, r_{10}]^T$.

(8)

Given that $f$ and $B$ are known, the coefficients $r$ can readily be computed. The polynomial coefficients $A$, $b$, and $c$ can be expressed as a function of the coefficients $r$ as

$$ A = \begin{bmatrix} r_5 & r_6 & r_7 \\ r_6 & r_7 & 0 \\ r_7 & 0 & 0 \end{bmatrix} \quad b = [r_2, r_3, r_4]^T \quad c = r_1. $$

(9)

The complete derivation can be found in Appendix A.

For robustness, the computation was done over the $k^3$ neighborhood instead of point-by-point and solved in the weighted least square sense.

---
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Second, the displacement was estimated as a function of the polynomial coefficients. Similar to optic flow methods in general, Farnebäck optic flow assumes brightness constancy in the sense that an exact intensity pattern exists in both the floating volume \( f_F \) and the reference volume \( f_R \) but displaced by \( \mathbf{d} \).

\[
f_F(x) = f_R(x - \mathbf{d}).
\]

Deriving from the assumption, the displacement \( \mathbf{d} \) can be expressed as

\[
\mathbf{d} = A_F^{-1} \Delta \mathbf{b},
\]

where

\[
A_d = \frac{A_R + A_F}{2}, \quad \Delta \mathbf{b} = -\frac{1}{2} (\mathbf{b}_F - \mathbf{b}_R),
\]

and \( A_R, \mathbf{b}_R \) and \( A_F, \mathbf{b}_F \) are the polynomial coefficients for reference and floating volume, respectively. The extended derivation can be found in Appendix E.

It should be noted that the constant term of the polynomial \( e \) [Eq. (3)] is not taken into account in the displacement computation. As a result, local overall brightness variations do not affect the accuracy of the displacement, which could be advantageous in ultrasound image registration.

To improve robustness, Farnebäck suggested the computation of the displacement over a neighborhood of voxels. As such, as mentioned in Sec. 2.2.1, a single displacement was computed over a \( k^3 \) neighborhood. Hereto, weighting \( w \) was applied over the neighborhood \( \Delta \mathbf{x} \), where \( -\frac{k}{2} < \Delta \mathbf{x} < \frac{k}{2} \), as

\[
\sum_{\Delta \mathbf{x}} w(\Delta \mathbf{x}) || A_d (x + \Delta \mathbf{x}) \mathbf{d}(x) - \Delta \mathbf{b}(x + \Delta \mathbf{x}) ||^2.
\]

By minimizing the above expression for \( \mathbf{d}(x) \), the averaged displacement estimate can be determined. This was done by equating its derivative to zero, resulting in

\[
\mathbf{d}(x) = \left[ \sum_{\Delta \mathbf{x}} w(\Delta \mathbf{x}) A_d^T A_d \right]^{-1} \left[ \sum_{\Delta \mathbf{x}} w(\Delta \mathbf{x}) A_d^T \Delta \mathbf{b} \right].
\]

The notations for \( A_d (x + \Delta \mathbf{x}) \) and \( \mathbf{b}_d (x + \Delta \mathbf{x}) \) were shortened for simplicity.

The computation of the coefficients \( \mathbf{r} \) of the polynomial basis functions \( \mathbf{B} \) [Eq. (1)] was performed similarly over the \( k^3 \) neighborhood and solved in the weighted least square sense as mentioned earlier in this section.

The weighting function should ensure that the importance is emphasized on the center voxel for which the displacement is computed. Moreover, this function should be isotropic so that bias toward any specific direction is avoided. These two factors led to the selection of a Gaussian weighting function.

The analysis was performed at the end diastolic frame of both sequences and started from the top of the Gaussian pyramid where the volume is at the coarsest level.

### 2.2.3 Rigid regularization with Procrustes analysis

As only spatial registration of ultrasound volumes taken at corresponding time points is considered in this study, the condition of rigid transform can be imposed. The Farnebäck optic flow provides the point-to-point correspondences between the tissue voxels among the volumes. To obtain the optimum rigid transform \( T \) that can map all the voxels in the floating volume \( f_f \) to the reference volume \( f_R \) coordinate system, Procrustes analysis was used by optimization of the objective function

\[
\min_{T} \sum_{x} || x_R - T[x_R - \mathbf{d}(x_R)] ||^2,
\]

where \( x_R \) is the spatial coordinates of point correspondences in the reference volume coordinate system and \( \mathbf{d} \) is the previously computed displacement. The computed optimum rigid transform \( T \) had 6 deg of freedom containing three rotations and three translations.

#### 2.2.4 Convergence criteria

The motivation behind the proposed multiscale iterative implementation was twofold: (1) to increase the range of motion that the method would allow to detect and (2) for computation efficiency. An effective stopping criteria ensured that iterations were run only as required. Following the expression in Eq. (13) that would ideally be zero for optimum \( \mathbf{d} \) in the absence of noise, an expression for an indication of displacement error \( e \) could be derived. Indeed by substituting the expression for optimum \( \mathbf{d} \) back into Eq. (3), the error can be expressed as

\[
e(x) = \left[ \sum_{\Delta \mathbf{x}} w(\Delta \mathbf{x}) \mathbf{b}_d^T \Delta \mathbf{b} \right] - \mathbf{d}(x)^T \sum_{\Delta \mathbf{x}} w(\Delta \mathbf{x}) A_d^T \Delta \mathbf{b}.
\]

Since the floating volume \( f_f \) is pulled toward the analytical optimal solution at each iteration, the error was assumed to decrease monotonically while iterating. When the last two gradient values of the error hit a plateau or changed sign then a minimum is determined. In case no convergence was found, a maximum number of iterations was empirically set to 20.

#### 2.2.5 Implementation details

Several parameters of the Farnebäck method (Sec. 2.2.2) such as the window size \( k \) and the \( \sigma \) of the Gaussian weighting function could be tuned to balance out the accuracy with the motion range. Ideally, both were to be set at a comparable magnitude to the motion to be detected. Window size \( k \) determined the amount of data to be processed per voxel, hence the computation time. As for Gaussian \( \sigma \), its size was restricted by the window size \( k \) as to maintain the isotropy of the weighting function. Larger \( \sigma \) with comparable size to \( k \) would result in a severely truncated Gaussian weighting function that behaved differently in the diagonal direction. Running the disparity computation iteratively allowed for larger motion range detection with the same internal parameters setting. Incorporation of multiscale level further enhanced the range as well as improved the computation efficiency by distributing the computation burden into coarser image scale and reducing the computation requirement on the finer scale.

In this study, the window size \( k \) was tuned for the optimum results and was set to 9, while the \( \sigma \) of the Gaussian kernel was empirically set to 1.5 voxels. The relative size of \( \sigma \) to \( k \) implied that \( 3 \sigma \) was contained in the \( k^3 \) neighborhood implying that 99.7% of the weight was contained within the \( k^2 \) radius around the center voxel.
After setting the value for $k$ and $\sigma$, the intensity threshold (Sec. 2.2.1) was also tuned for the best results and was set to 70. Further investigation revealed that the set threshold is just above the average typical intensity value of the blood pool in the data sets. Thus, it adequately included the dominant tissue structures in the registration algorithm.

3 Experiments

The proposed method was implemented in MATLAB® (The MathWorks, Inc., Natick, Massachusetts) and tested on in vivo data from 10 healthy subjects (six females and four males) using a Vivid E9 (GE Healthcare) ultrasound scanner with a 4V 3-D probe. All subjects gave their informed consent prior to the acquisition. The acquisition protocol was similar to the one described in Ref.7. All images were acquired with multibeat acquisition over four heart cycles using ECG gating and a sector width of 65 deg. They were also acquired during one breath hold in order to minimize stitching artifact. Images were taken from several positions as shown in Fig. 1, (1) from the conventional position for imaging the LV in an apical view, (2) aimed toward the interventricular septum, (3) aimed at the right ventricle (RV), (4) toward the lateral wall of the LV, (5) further lateral wall of the LV, (6) and (7) from one intercostal space above and below the first position. Since not all of the volunteers had a good acquisition window for all of the aforementioned positions, more than one image was taken at the same position but with slight tilt in the acquisition angle to differentiate the image content in some cases. The number of acquisitions per subject therefore ranged from 4 to 8 volumes.

In most cases, the volumes that were taken from position 1 were used as the reference volume because of its superior image quality in comparison to volumes taken from other nonconventional views. From a total of 50 volume pairs, 12 were chosen at random to assess the accuracy of the temporal registration while 20 were chosen to assess the spatial accuracy.

For validation of the temporal accuracy, the mitral valve opening (MVO) time was manually annotated in each of the 12 volume pairs. The temporal proximity of the landmarks after temporal registration with the proposed method was contrasted with the proximity obtained through linear scaling. In addition, as an alternative quantitative measure of registration accuracy, the mean NCC between corresponding frames across the sequence was computed.

For assessment of the spatial accuracy, the endocardial border of the LV was manually contoured in the first frame of each of the randomly chosen volumes. The contouring was performed by the first author and reviewed by a trained clinical expert. Two distance measures, Hausdorff distance (HD) and mean absolute distance (MAD), were computed between the contours before and after registration. HD measures the maximum distance and MAD the MAD between both contours. For a fair comparison, only the LV contour that was in the overlap area was used to assess the distances, as some acquisition views did not contain the full LV border. For benchmarking, HD and MAD were also computed for alignment using Procrustes analysis as mentioned in Sec. 2.2.3 using the point correspondences from the manual contours.

Additionally, a voxel-based registration method using the imregtform function of the MATLAB® Image Processing Toolbox™ was used as a comparison. The MATLAB® image registration framework is similar to the open-source Insight Toolkit (ITK) registration framework with fewer options for similarity metrics and optimizers. The chosen voxel-based method used the mean squared distance between the reference and floating volumes as the cost function and a gradient descent algorithm as optimizer. Moreover, the method was set to solve rigid transformations, similar to the proposed method. The voxel-based method was also performed in a multiscale scheme using three levels as set by default. Two parameters, i.e., the maximum number of iterations and the maximum step size were tuned to ensure that enough number of iterations was allowed to reach a minimum. These parameters were tuned to give the lowest HD and MAD for the current data sets and were set to 100 and 0.01, respectively.

Furthermore, to demonstrate the capability of the proposed spatial registration method in widening the field of view, the percentage change of field of view from prior to after the registration was computed using a previously reported measurement by Rajpoot et al.10 as follows:

$$\Delta(\text{fov}) = \left[ \frac{\text{FOV}_{\text{f}}}{\frac{1}{N} \sum_{i=1}^{N} \text{FOV}_{i}} - 1 \right] \times 100,$$

where

$$\text{FOV} = \sum_{i=1}^{n} d(v),$$

$d(v) = 1$ for voxels $v$ belonging to the 3-D echo sector and 0 for voxels $v$ belonging to the background, $\text{FOV}_{i}$ is the FOV computation for the fused volume, $N$ is the number of volumes that were being fused and $n$ is the total number of voxels in the assessed volume.

To test for statistical significance of changes due to the registration process, a paired $t$-test for two tailed distributions was performed.

4 Results

The summary of the results for temporal registration can be seen in Table 1. The shown MVO errors are in absolute value. In comparison to the linear method, the proposed method resulted in less MVO error and higher NCC ($p < 0.05$). The average interframe time period for all sequences was $47 \pm 4$ ms which is more than twice the MVO error from the proposed method.

Figure 2 shows an example of the spatial alignment between two volumes before and after registration with the proposed...
The mid-volume slices before and after registration are shown.

An example of the endocardial border of the LV that was used to evaluate the spatial accuracy is shown in Fig. 4. The surfaces were superimposed on the mid-volume slices of the fused volume without and with registration. The reference surface is shown in green and the floating and registered surface are shown in red.

The HD and MAD before and after registration for all cases are given in Figs. 5 and 6, respectively. The registration results from the proposed, the voxel-based method and Procrustes analysis using the manual contours are shown. The line of equality is shown as a solid black line and the area under it refers to improved alignment after registration. The average number of iterations of the proposed method for all scale levels in all cases were $3.6 \pm 4.9$ iterations.

A summary of the average distances before and after registration is given in Table 2. The proposed method, the voxel-based method and the manual contour registration significantly reduced the misalignment in terms of HD and MAD ($p < 0.01$).

### Table 1: Temporal accuracy validation in terms of MVO time error and NCC.

<table>
<thead>
<tr>
<th>Method</th>
<th>MVO error (ms)</th>
<th>NCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$70.4 \pm 84.6$</td>
<td>$0.855 \pm 0.058$</td>
</tr>
<tr>
<td>Proposed</td>
<td>$19.6 \pm 13.6$</td>
<td>$0.856 \pm 0.058$</td>
</tr>
</tbody>
</table>

Fig. 3 Example of registration result using the proposed method. Mid volume slices (a) before registration and (b) after registration.

Fig. 4 Left ventricle endocardial surface alignment (a) before and (b) after proposed registration superimposed on mid-volume slices of fused volume. Surface of reference volume is shown in green, surfaces of floating and registered volume are shown in red.

Fig. 5 HD between the contours before and after registration with proposed, manual, and voxel-based method for all volume pairs. Line of equality is shown as a solid black line.

Fig. 6 MAD between the contours before and after registration with proposed, manual and voxel-based method for all volume pairs. Line of equality is shown as a solid black line.
Moreover, the proposed method resulted in significantly lower HD and MAD in comparison to the voxel-based method ($p < 0.01$), while no statistically significant difference was found between the proposed method and the manual one ($p > 0.01$).

The percentage change in field of view was computed for the fused volume after spatial registration. Among the 20 randomly chosen cases, 20 fused volumes were formed using two contributing volumes and seven fused volumes were formed using three contributing volumes. The summarized results for the field of view change of all fused volumes is given in Table 2. It can be seen that all fused volumes had an increased field of view in comparison to their individual contributing volumes.

An example of spatiotemporal registration result can be seen in Fig. 7. The mid-volume slices of the fused volume across all corresponding frames are shown in the video. The border of each individual volume is highlighted.

The validation was run on a laptop with an Intel CORE i7-3740QM CPU at 2.7 GHz under the 64-bit MATLAB® development environment. Figure 8 shows the computation time for all volumes was $118 \times 17.0 \text{s}$ whereas the dimension of the volumes ranged from $118 \times 118 \times 109$ to $194 \times 193 \times 170$ voxels.

### Discussion

The proposed spatiotemporal registration method based on a multiscale iterative Farneback optic flow and piecewise 1-D cubic B-spline interpolation is a competitive approach for accurate image registration.

As an extension to our previous work, temporal registration was incorporated. Regarding the temporal accuracy results (Table 1), a reduction in MVO error in comparison to the linear method has been shown. The resulting MVO error is also less than half of the average temporal resolution of the current data sets. In addition, the slight increase of NCC indicated higher similarity between corresponding frames after the proposed temporal registration in comparison to the linear alignment.

For the spatial registration, the average number of iterations from all scale levels ($3.6 \pm 4.9$ iterations) in all cases was well below the maximum (20 iterations). This demonstrated the effectiveness of the added convergence criteria in comparison to our previous work where all numbers of iterations were set empirically.

Table 3 shows that the proposed voxel-based registration method and registration using manual contours significantly reduced the misalignment of the volumes. The results also show no statistically significant difference between the results from the proposed method and registration using manual contouring. This is further supported by Figs. 3 and 4, where it can be seen that the proposed method was able to perform registration with comparable accuracy as the registration using manual contours.

In comparison to the voxel-based method, the proposed method resulted in statistically significantly lower MAD and HD. Moreover, as seen in Figs. 3 and 4, the HD and MAD from the voxel-based method often appeared just under the line of equality, which means that the computed solutions were close by the initial positions. These results indicated that the voxel-based method was likely to converge to a local solution. In contrast, the proposed method managed to converge to a global solution that is close to the manual registration even though it is also an iterative method and was given the same initial position. A comparison with a feature-based registration using 3-D SIFT in combination with RANSAC for outliers removal was also considered; however, a robust feature-based registration cannot be achieved for our data sets due to too few good feature matches in comparison to the degree of

### Table 2 HD and MAD prior and after alignment with proposed method and manual contour.

<table>
<thead>
<tr>
<th>Method</th>
<th>HD (mm)</th>
<th>MAD (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before</td>
<td>18.47 ± 5.88$^a$</td>
<td>6.79 ± 2.49$^a$</td>
</tr>
<tr>
<td>Voxel</td>
<td>15.28 ± 5.36$^{ab}$</td>
<td>5.42 ± 2.24$^{ab}$</td>
</tr>
<tr>
<td>Proposed</td>
<td>8.51 ± 3.45$^a$</td>
<td>2.31 ± 1.14$^a$</td>
</tr>
<tr>
<td>Manual</td>
<td>8.94 ± 3.06$^a$</td>
<td>2.31 ± 1.16$^a$</td>
</tr>
</tbody>
</table>

$^a$p < 0.01 against before registration.

$^b$p < 0.01 against proposed registration.

### Table 3 Percentage change in field of view $\Delta$(fov) after spatial registration.

<table>
<thead>
<tr>
<th>Nr. volumes</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$%\Delta$(fov)</td>
<td>15.7 ± 3.62</td>
<td>25.4 ± 4.87</td>
</tr>
</tbody>
</table>

*(Downloaded From: https://www.spiedigitallibrary.org/journals/Journal-of-Medical-Imaging on 2/22/2018 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use)*
freedom in the registration, thus the registration was often under determined.

Although the manual contouring was used as a benchmark in this accuracy evaluation, this approach has limitations. The quality of manual contouring is user and acquisition dependent, as one structure might appear better in one acquisition than in another. However, in vivo data presented the most realistic challenges for the method which motivated the current validation. In the one case where the proposed method produced greater misalignment in terms of HD and MAD, it could be observed that the initial misalignment was relatively small. Due to the variability of the manual contouring, the increased misalignment in this case could be superficial. Examining closely in Fig. 9 where the mid-volume slices of the one case before and after registration with the proposed and manual methods are shown, it is undetermined by visual inspection whether the proposed registration worsens the alignment. Nevertheless, the work of Mulder et al. showed that the interobserver variation of LV annotation in three anatomical landmarks at ED was in the range of 4.1 mm for the median and 8.4 mm for the maximum value. These values fall within the range between the average MAD and HD of the proposed registration, which further supports the claim of the proposed method’s ability to register as well as the manual registration.

Another limitation of the validation approach is the limited variation of cases in the data sets. All images were acquired by one expert clinician and the images for each subject were taken in one examination. This approach resulted in approximately consistent image quality across the whole data sets, which limited the possibility of performance evaluation with varying image quality.

In regard to the widening of the field of view, as expected, fused volumes using either two or three contributing volumes resulted in an increase of the field of view. Nevertheless, although the trend suggests that the more contributing volumes produce higher increase in the field of view, the effect will strictly depend on the amount of overlap between the contributing volumes.

The registration computation time varied from case to case. There seems to be a positive correlation between the computation time and the size of the volume, thereupon the amount of data to be processed. However, it can also be noted that there is variability between the computation time of same sized volumes. This is a consequence of other factors such as initial misalignment as well as image content, which also affect the required number of iterations and hence the computation time.

The method presented here allows combination of several overlapping volumes, resulting in a single volume with larger field of view, which has applications in both transthoracic imaging (e.g., for simultaneous assessment of the left and right heart) and for transesophageal or intracardiac imaging where the field of view is limited. In this paper, validation of the method was performed using transthoracic images. For potential application on transesophageal and intracardiac imaging, the initial field of view is typically smaller, which could lead to less overlap between different acquisitions and less tissue structure contents to align. One way to avoid the problem is to set an acquisition protocol that will ensure enough context is captured.

Fig. 9 Example of mid-volume slices (a) before and (b) after registration using proposed and (c) manual method for the one case where HD and MAD are higher after registration with proposed method.
in the image. In combination with the proposed registration method, this will potentially help overcoming the limited field of view challenge that is inherent to TEE and ICE probes that are used in interventional monitoring.

Furthermore, to be used in the interventional setting, the computation time is a critical issue. The current computation time was achieved through implementation in MATLAB®, which allowed for fast prototyping but had not been extensively optimized. Thus, porting the algorithm into C/C++ or GPU could be considered an option to enhance the performance and make it more clinically relevant for interventional monitoring.

The heart is a dynamic object that deforms over time. However, the rigid spatial transform in this implementation was applied under the assumption that the registered volumes were acquired at the same point in the cardiac cycle. Hence physiological cardiac deformation between registered volumes was not expected. Moreover, the rigid regularization restricted the computed transformation to be the result of relative displacement between the probe and the subject instead of other stochastic nonphysiological deformation information in the volume such as noise. Therefore, incorporation of temporal alignment ensures that the spatial registration is performed on temporally corresponding frames in the cardiac cycle. Thus, the presented methodology offered a solution for spatiotemporal registration between 3-D echocardiographic recordings as a part of the data compounding framework.

6 Conclusion
An image-based spatiotemporal registration method without manual initialization for echo recordings is proposed. Hereto, the temporal registration and spatial registration are considered separately where the former is done using a piecewise 1-D cubic B-spline interpolation and the latter through a multiscale iterative Farnebäck optic flow method. The temporal accuracy was validated by manual annotation of MVO event showing that the achieved temporal accuracy is in the range of less than half of the echo sequences time resolution. The spatial accuracy was validated by manual contouring of LV endocardium showing that the misalignment in terms of HD and MAD is significantly reduced. Comparable registration accuracy with manual contouring was also achieved. The fusion of the spatially registered volumes has resulted in an increase of field of view.

The proposed registration method fits into the first step of data compounding, which would ensure that the combined information from several echocardiography recordings can be used to produce higher quality images.
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Appendix A: Polynomial Coefficient Derivation
Using the expression for B and r from Eq. (8), the compact polynomial expression in Eq. (1) can be expanded to

\[ f(x) \approx r_1 + r_2 x + r_3 y + r_4 z + r_5 x^2 + r_6 y^2 + r_7 z^2 + r_8 xy + r_9 xz + r_{10} yz, \]

which can then be factorized to

\[ f(x) = \begin{bmatrix} x^2 & y^2 & z^2 & xy & xz & yz \end{bmatrix} \begin{bmatrix} r_1 & r_2 & r_3 & r_4 & r_5 & r_6 & r_7 \end{bmatrix}^\top. \]

(20)

By equating the coefficients in Eq. (20) to the polynomial expression in Eq. (3), the expression for A, b, and c can be expressed as in Eq. (4).

Appendix B: Optic Flow Displacement Derivation
Following up from the optic flow assumption in Eq. (8), the expression for the displacement d can be derived as a function of the polynomial coefficients. By expansion and equating coefficients, the polynomial coefficients of the floating volume \( A_F \), \( b_F \), and \( c_F \) can be expressed in terms of the polynomial coefficients of the reference volume \( A_R \), \( b_R \), and \( c_R \) as follows

\[ f_F(x) = (x - d)^T A_F (x - d) + b_F^T (x - d) + c_F. \]

(21)

Thus, from the expression for \( b_F \), the displacement \( d \) can thus be expressed as

\[ d = -\frac{1}{2} A_R^{-1} (b_F - b_R). \]

(22)

According to the expressions in Eq. (8), \( A_R \) is theoretically equal to \( A_F \) and \( A_F \). However, as the value between \( A_R \) and \( A_F \) could differ due to noise, the use of the mean of \( A_R \) and \( A_F \) was suggested by Farnebäck as a practical solution. The final expression for displacement \( d \) is stated in Eq. (4).
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